
Teletraffic Engineering

Oral Exam’s Proofs and Notions

August 17, 2018

1. Definition of a Stochastic Process, index space, state space and sample path.

2. Definition of the differences between a discrete-time and continuous-time chain [with plots]

3. [ ! ] Definition of a Markoff Process and Homogeneous Markoff Process.

(a) Markoff Property in Discrete-Time and Homogeneous Dicrete-Time Markoff Process

(b) Markoff Property in Continuous-Time and Homogeneous Continuous-Time Markoff
Process

4. Proof of the PMF (Wi) of time (amount of steps) spent in a state i over discrete-time to
get E{Wi}, the average time spent in a state i.

5. [ ! ] Proof of the Chapman-Kolmogoroff Equation in discrete-time to get the CK-Equation
in scalar and then matrix form

6. Definition of condition of ergodicity (steady-state) for a discrete-time Markoff chain and
ergodic process’ matrix.

(a) Definition of Probability of state occupancy pi(n)

7. Proof to find transient behaviour p(n) and pi(n) from p(0)

8. Definition of stationary probability vector z and meaning of stationarity of a Markoff chain.

9. Definition of asymptotic or limit probability vector p

10. Proof of the Flow-Conservation Principle from the transient behaviour’s equation p(n+ 1)
(in scalar form). Meaning and goal of FCP.

(a) Usage of FCP for transient-behaviour analysis

(b) Usage of FCP for steady-state analysis [Stationary Equations]

11. Definition of probability of first return to state j in n steps f
(n)
j [with plots]

12. Definition of probability of ever returning to state j fj.

(a) Classification of a state [Transient vs Recurrent] based on fj

(b) Definition of Periodicity of a recurrent state j. Strongly periodic vs weakly periodic
state j.

13. Definition of mean recurrence time Mj for recurrent state j.

(a) Classification of a recurrent state j based on Mj [Positive-Recurrent vs Null-Recurrent]
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14. Definition of Irreducible Chain

(a) 1st Fundamental Theorem for states’ classification

(b) Stationary solution’s admittance for an irreducible chain

(c) Limit solution for ergodic HDTMC

15. 2nd Fundamental Theorem for the ergodicity of a chain. [Infinite-state vs finite-state Markoff
chain]

16. Definition of probability of occupancy of a state pj for a positive recurrent state j.

(a) Mj and vij

17. [ ! ] Proof of the Chapman-Kolmogoroff Equation in continuous-time to get the CK-
Equation in scalar and then matrix form

18. Stationary probability vector and ergodicity condition for a CTMC.

19. [ ! ] Definition of rate transition matrix V and transition rate vij for a continuous-time
Markoff Chain

(a) Expression of hij(∆τ) with the Taylor-MacLaurin Expansion for terms on the main
diagonal and outside the main diagonal

(b) Proof of FCP for a Continuous-time Markoff Chain

20. Sufficient condition for the existence of an ergodic solution of a HCTMC [Finite States vs
infinite states]

21. Proof of Forward and the Backward CK-Equations in continuous-time case starting from
the CK-equation [Relation between H(t) and V ].

22. [ ! ] Proof of the exponential distribution for the memory-less property of the time spent
in a state over continuous time [comparison with discrete-time distribution + plot of exp.
distribution for τ, t and t+ τ ]

23. Definition of Homogeneuous Birth-Death Discrete-Time Markoff Chain [Three-diagonal ma-
trix]

(a) Proof of the Condition of Ergodicity of the chain, applying FCP

(b) Behaviour of pi for a Birth - Death DTMC for bi = b, di = d

24. Definition of Homogeneuous Birth-Death Continuous-Time Markoff Chain

(a) FCP for transient analysis

(b) FCP for stationary analysis

25. [ ! ] Proof of a pure Birth HCTMC as a Poisson RV’s distribution.

26. Three packet switching architectures and issues related to them, along with solution. Ap-
plication and usage for them.

27. [ ! ] GEO/GEO/1 queues’ parameters analysis for P{Service}, P{Busy slot}. Model usage
and ergodicity condition for it.

28. [ ! ] Solving Chapman-Kolmogoroff Euqation for Pure-Birth HCTMC
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(a) Proof of the exponential distribution for order-1 Interbirth time [Starting from a pure-
birth HCTMC].

29. Definition of Moment generating function M(s).

(a) Definition of Γ-order Moment

(b) Definition of Variance of a R.V. V ar{X}
(c) Definition of Coefficient of Variation of a R.V. Cv

(d) E{X}, E{X2}, V AR{X} for the 1-order moment

(e) E{X}, E{X2}, V AR{X} for the 2-order moment

30. [ ! ] Proof of the PDF of the n-order Interbirth time as an Erlang-n distributed R.V.

(a) E{n}, V AR{n}
(b) PDF of the Γ-distribution

31. [ ! ] Discrete-Time Bernoulli Process, Bernoulli Distribution, Binomial Distribution and
state Probability pi(n). Application and usage of Bernoulli Process

(a) PON(t), POFF (t)

(b) State probability pn(t)

(c) For a Bernoulli Process X: Generating function Gx(z), E{X}, E{X2}, V AR{X}
(d) For a Bernoulli R.V. Θ: E{Θ}, E{Θ2}, V AR{Θ}

32. [ ! ] Axiomatic definition of a Poisson Process

33. [ ! ] Proof of the Poisson Process as limiting case of a discrete-time Bernoulli Process

34. For a Poisson R.V: X: Generating function Gx(z), E{X}, E{X2}, V AR{X}
35. [ ! ] Proof that the combination of n independent Poisson processes yields a Poisson

process

36. Deterministic Decomposition of a Poisson Process not being a Poisson Process

37. [ ! ] Proof of the statistical/probabilistic decomposition of a Poisson Process into n Poisson
Processes

38. [ ! ] Continuous-Time Bernoulli Process. State, usage of such process.

(a) Distribution of Continuous-Time Bernoulli Process

(b) Proof of the Transient Behaviour analysis as binomial distribution of a Continuous-
Time Bernoulli Process

39. [ ! ] Proof of the PDF of the arrival time over an interval (0, t) as Poisson distribution.

40. Queueing Systems: Kendall’s Notation’s 6 parameters.

41. Definition of PB, PL, PBS, PD. Definition for Markovian queues.

42. Definition of E{T}, E{TS}, E{TW}, E{n}, E{ns}, E{nw} for Markovian queues

43. Definition of Markovian queue’ ergodicity condition. State characterization and properties

44. [ ! ] Definition of A, Traffic intensity.
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(a) When do we have E{n} = E{ns} = A?

(b) Ergodicity condition of A.

45. [ ! ] Proof of the Traversal time E{T} in a M |M |1 queue, with derivation of E{TW} by
the PASTA property.

46. Definition of average values of frequencies Λo,Λ,ΛL,Γ,ΓMax and their value for a finite
Markovian queue

47. [ ! ] M |M |NS queues, state probability occupancy pn, pNS, ergodicity condition

(a) Why do we increase the frequency of termination of service by n ∗ µ in an M |M |Ns
queue?

(b) Proof of E{TW} by the PASTA property in an M |M |Ns queue.

(c) Ergodicity condition for M |M |Ns queue

(d) E{TW} for M |M |Ns queue

48. [ ! ] Proof of the Erlang-C formula to find PD in M |M |Ns queues. [Recursive Erlang-C
Formula, plot]

49. [ ! ] Performance comparison of E{TS} between:

(a) M |M |1 with one waiting line for one queue

(b) NS many M |M |1 queues with one waiting line per queue.

(c) M |M |Ns queue with one waiting line for all NS servers.

50. M |M |∞ queue. State probability pn,E{TW} and proof of Poisson Distribution for an
M |M |∞ queue

51. [ ! ] Proof of the Erlang-B formula to find PL in M |M |Ns|0 queues. Definition and
application of the Erlang-B Formula

(a) Definition of A, Erlang

(b) Property of the insensibility of the Erlang-B formula

(c) Recursive form of Erlang-B formula

52. [ ! ] Proof of Little’s Formula.

53. [ ! ] Definition of Embedded Markoff Chain in an M |G|1 queue

54. [ ! ] Proof of the Pollaczek-Kinchin Formula in an M |G|1 queue ( E{n}, E{TW} in an
M |G|1 queue) through the mean-value analysis at steady-state

55. Definition of global and local E{TW}, E{n}, E{ns}, E{nw} in an M |G|1 queue with no
priority classes

(a) Definition of global and local E{TW}, E{n}, E{ns}, E{nw} with priority classes

56. [ ! ] Definition of virtual and residual time with no priority classes E{Tv}, E{TR}

(a) Definition of virtual and residual time with priority classes E{Tv}, E{TR}
(b) Proof of M |G|1 queue with priorities to find E{TWi}
(c) Conservation law for the virtual time
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57. [ ! ] Find pn in an M |M |1|NW queue

(a) Proof to find Nε for the percentile of an M |M |1|NW queue. Meaning and usage of
percentiles.

58. [ ! ] Proof to find Nε for the percentile in an M |M |1|∞ queues.

59. [ ! ] Proof of exponentially-distributed PDF of the waiting time E{TW} in M |M |1 queues

60. [ ! ] Proof of exponentially distributed PDF of the queueing time E{T} in M |M |1 queues

61. [ ! ] Proof of the Burke Theorem to find that the interdeparture time is independent and
exponentially distributed in M |M |1 queues. (Markovian nature of a non-markovian queue)

62. Definition of Open Markovian Network of Queues without feedback

(a) State of the network

(b) State probability of an open markovian network of queues

(c) Ergodocity condition of an open markovian network of queues

63. Difference between Open Markovian Network of Queues and Open Network of Markovian
Queues

64. Requirements of the Jackson Theorem for Open Markovian Network of queues

(a) Open Markovian Network of Queues without Feedback vs with Feedback

(b) [ ! ] ”Feeling” of Proof of the Jackson Theorem for Open Markovian Network of
queues through balance equations

65. Closed Markovian Network of Queues’ definition, state probability pi

66. [ ! ] Gordon-Newell Theorem for a Closed Markovian Network of Queues

(a) Proof of the Gordon-Newell Theorem to come to a product-form solution

(b) Operating with the Gordon-Newell Theorem [4 steps for this]

67. [ ! ] Average traversal/transit time E{T} in a network of queues

68. BCMP Networks’ idea and characterization

(a) State probability definition

(b) Product-Form solution
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